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The Sincerest Form of Flattery: Examples and Model-Based Learning in the Classroom

Terrill Pollman

Introduction

Examples: Legal education is based on them in one way or another. In law school classrooms, students read judicial opinions—which are, of course, examples of how judges decide legal issues as well as examples of how lawyers make arguments—and trace backward to learn the lawyer’s craft of legal analysis. When students are expected to write, whether writing exams, seminar papers, or practice documents for clinics or simulation classes, they crave examples, not only of opinions but also of good exams, pleadings, briefs, memos, contracts, client letters and other documents produced in the study or practice of law. This article will focus on how recent advances in cognitive load theory support the more intentional use of examples in law school course planning, textbooks and casebooks, and classrooms, especially when directed to novice learners. Further, it will conclude that in the current climate of rethinking the shape and value of legal education, cognitive load theory provides insight into how law teachers might improve legal education by employing different pedagogies to students at different stages of their law school careers.

Specifically, cognitive load theory suggests that novices learn more easily and better when teachers use examples. Similarly, composition theorists and cognitive theorists have collaborated to learn more about how to use examples to best teach writing to novices in a discourse community. Although legal scholars have begun to probe the impact of cognitive load theory on law and legal education, this article is the first to survey how cognitive load theory, Terrill Pollman is a Professor of Law at the William S. Boyd School of Law at the University of Nevada, Las Vegas. The author wishes to thank Elizabeth Pollman, Sara Gordon, Linda Berger Annette Mann, the participants of the West Coast Rhetoric Scholarship Workshop, and UNLV for its generous research support.

together with composition theory, supports using examples and models in the law school classroom.

Cognitive load theory “is concerned with the learning of complex cognitive tasks, in which learners are often overwhelmed by the number of interactive information elements that need to be processed simultaneously before meaningful learning can commence.” The theory explains how one’s working memory is the limited part of cognitive functioning that we think of as “consciousness.” Because working memory is limited, it can become “overloaded” and impede learning. Cognitive research has consequently examined ways of lightening the cognitive load on one’s working memory to enhance learning, such as by using “worked examples and modeling examples.” When using worked examples, learners observe a written worked-out solution to a problem, and when using models, learners observe another person performing the task.

Cognitive load theory explains much of what happens in the traditional law school classroom. Cases function as worked examples—a written worked-out solution to a problem. Law school professors function as models, giving students the opportunity to observe another person performing the tasks of reading, understanding and using a case instrumentally.

Cognitive load theory is especially important in classes where students write because, in addition to learning legal analysis, students are expected to perform simultaneously two learning tasks involving writing. First, students must write a document; in the law school classroom it is a document that analyzes a legal question and demonstrates an understanding of the conventions of legal discourse. Second, students must generalize rules and procedures from the process of writing one document and transfer that generalized learning to the next document they must compose. Ironically, although generalizing rules and procedures from the process of writing is most likely the task professors would identify as more important of the two, the students’ grades are based
most often on the documents they produce. And confronted with two tasks, one of which earns a grade and the other not, students are much more likely to expend cognitive energy on the document that earns a grade and not on learning from the process. Cognitive load theory posits that composing imposes such a large cognitive load that it is difficult, perhaps impossible, for students to simultaneously accomplish the important task of generalizing principles to learn from the writing experience.  

Cognitive load theory is not without controversy or critics. One debate is between those who believe that people learn best in an unguided or minimally guided environment and those who believe novice learners need direct instructional guidance in a particular discipline. Those who follow learning theories such as constructivism, problem-based learning, or experiential learning believe that knowledge is best acquired through experience, with students constructing their own solutions to problems typical to the discipline. Cognitive load theorists, however, challenge these assumptions and posit that lightening the cognitive load by designing instruction with specific guidance is a better way to learn, at least initially.

Some critics have suggested that theorists should more deliberately balance between general and specific knowledge structures. These social scientists suggest that instructional design should put more emphasis on generalized knowledge structures of “medium” generality that are essential for flexible expertise.

Although recent scholars examining law school pedagogy have applied cognitive science, this article is the first to apply insights from cognitive load theory and that part of composition theory that addresses cognitive load to the law school classroom. The article argues law professors can better use examples to lighten the cognitive loads of their students to improve learning. To date, many professors have been reluctant to expand the use of examples

9. Id.  
10. Paul Kirschner et al., Why Minimal Guidance During Instruction Does Not Work: An Analysis of the Failure of Constructivist, Discovery, Problem-Based, Experiential, and Inquiry-Based Teaching, 4 EDUC. PSYCHOLOGIST, 75, 86 (2006). Theories that emphasize unguided or minimally guided instructional approaches include: problem-based learning (which suggests students learn best through solving problems on their own), experiential learning (which suggests students learn more from experience), constructivist learning theory (which suggest students learn best by constructing their own learning) or discovery-based learning (which suggests discovering answers on their own promotes deeper student learning). Cf. Cindy E. Hmelo-Silver et al., Scaffolding and Achievement in Problem-Based and Inquiry Learning: A Response to Kirschner, Sweller, and Clark, 4 EDUC. PSYCHOLOGIST 99 (2007) (criticizing Kirschner et al. for lumping together too many distinct pedagogical approaches and noting that some approaches, specifically problem-based and inquiry-based learning, include extensive guidance).  
11. Kirschner et al., supra note 10, at 75.  
12. Slava Kalyuga et al., Facilitating Flexible Problem Solving: A Cognitive Load Perspective, 22 EDUC. PSYCHOL. REV. 175, 176 (2010). Flexible expertise is required by modern professionals who must effectively adapt to rapid technological changes. Id. at 175.  
13. Id. at 175-76.
or samples in the classroom, and, in part, with good reason.\textsuperscript{14} When examples are not strategically constructed, novices respond to examples mechanically, with little nuance.\textsuperscript{15} Cognitive research and composition theory, however, shed light on how to strategically construct examples and suggest that the benefits of using such examples have been overlooked. This article provides original analysis of how to apply these insights in law school instruction.

This article proceeds as follows. Part I of this article examines recent developments in cognitive science pertinent to using examples when teaching. In anticipation of applying cognitive load theory to the legal writing classroom by embracing examples, Part I also looks at composition theory literature on using examples in writing classrooms, some of which also uses theories about cognitive processes to explore what should happen when students learn to write. Part II applies this research to the law school classroom, focusing on ways to optimize learning in both traditional courses and those courses using more writing or simulation. Finally, the article concludes that using cognitive load theory principles to guide the design and staging of law school pedagogy can make learning both more efficient and deeper in all three years of law school.

I. Using Examples: Educational Psychology and Composition Theory

Gary Larson’s unconventional comic series \textit{The Far Side} examines human behavior, often through the lens of the animal kingdom.\textsuperscript{16} The series has provided many insights applicable to the law school experience.\textsuperscript{17} One popular panel depicts a classroom in which a student asks to be excused because his “brain is full.” Recent advances in cognitive science and composition theory suggest that the “full brain problem” may be more than a clever observation about how students feel in the classroom. Instead, it may accurately represent a phenomenon in which attempting many sophisticated tasks at once can


\textsuperscript{15} Without carefully designed exercises using examples, novices may focus on surface features rather than on deeper structural aspects. Joseph M. Williams, \textit{On the Maturing of Legal Writers: Two Models of Growth and Development}, 1 \textit{J. Legal Writing Inst.} \textbf{1}, 2-10 (1991). Examples are less helpful if the new problem is slightly different from the example. Further, modeling with step-by-step instructions can cover more situations but can also be too isolated and abstract; see also Richard Catrambone, \textit{The Subgoal Learning Model: Creating Better Examples So That Students Can Solve Novel Problems}, 127 \textit{J. Experimental Psychol.} \textbf{355}, 355-56 (1998)(suggesting that some of these problems can be addressed by segmenting examples and creating subgoals). \textit{See infra} pp. 21-24.


\textsuperscript{17} For example, a comic that works well for a class on large structural organization of a document depicts a sheriff talking to a cowboy about a terrific circular mess of cowboys and horses with arms, legs and cowboy hats. The caption reads: “And so you just threw everything together?...Mathews, a posse is something you organize.” \textit{Gary Larson, The Prehistory of The Far Side: A 10th Anniversary Exhibit} (2010).
make learning slow, difficult, and laborious. Educational psychology and instructional design provide insight into this phenomenon.

This part examines the impact of cognitive load theory in the areas of educational psychology on instructional design and composition theory. First, educational psychologists specializing in cognitive load theory have developed a body of research that illuminates the best way to use examples and modeling when teaching. Next, composition theorists have also used cognitive load theory in the context of teaching writing, and teaching through writing, that can prove helpful for law teachers.

A. Educational Psychology

Cognitive scientists describe the architecture of the brain as being made up of “working memory” and “long-term memory.” Working memory, sometimes used interchangeably with “short term memory,” is the part of the brain that holds the information needed to complete complex tasks such as learning a language, analysis and reasoning. In contrast to “long-term memory,” which contains previously acquired information and is “effectively unlimited,” working memory processes new information and is limited in the amount of information it can effectively process.

Working memory and long-term memory work together when a student is faced with a new learning task. Long-term memory is the basis for human understanding. In fact, “learning” can be defined as a “change in long-term memory.” Our level of performance is determined by the extent of our long-
term memory, and how our long-term memory is organized into schemas that categorize problems and help us choose appropriate solutions. Much depends on developing a large store of knowledge in long-term memory that we can use to solve problems. Further, because the common law system depends on building consistency by analogizing between decided law and emerging law, how lawyers build categories (in essence, schemas are categories) and use categories is at the core of legal analysis. Thus, understanding and facilitating how the working memory processes new information and develops and moves it into long-term memory is vital to promoting deep learning. The ultimate goal is to promote and facilitate schema acquisition. Hence, structuring learning so as to avoid overtasking the limited working memory is important. This is the goal of cognitive load theory.

Professor John Sweller is credited with first identifying and developing cognitive load theory. The roots of the theory, however, lie in a similar construct called “mental load,” which dates to 1979. Mental load theorists examined “the difference between task demands and the person’s ability to master these demands.” While mental load theory encompasses a multitude of factors such as motivation, training, stress, or ability, cognitive load theory focuses on how the characteristics of instructional materials affect cognitive load and thus affect learning.

The triarchic theory of cognitive load categorizes cognitive load into three types: “intrinsic cognitive load”; “extraneous cognitive load”; and “germane cognitive load.” Intrinsic cognitive load represents the difficulty inherent in the materials the student is dealing with, and it cannot be altered. Intrinsic cognitive load is generated when learning material requires the learner to hold many novel elements in working memory at once. Intrinsic load is influenced.

27. Paas et al., supra note 2, at 116.
28. Roxana Moreno & Babette Park, Cognitive Load Theory: Historical Development and Relation to Other Theories, in COGNITIVE LOAD THEORY, supra note 4, at 9, 15.
30. Moreno & Park, supra note 28, at 10. “The mental load construct is essential to the human factors science, which is concerned with understanding how human-specific physical, cognitive, and social properties may interact with technological systems, the human natural environment, and human organizations.” Id.
31. Id. (“Other individual characteristics that are highly predictive of learning, such as cognitive abilities and styles, self-regulation, motivation and affect, are not considered within the CLT framework.”).
33. Sweller et al., supra note 3, at 259.
34. Mayer & Moreno, supra note 32, at 133.
by “element interactivity.” Learning elements that are interconnected—in other words, elements that must be learned simultaneously—imposes a higher cognitive load than learning isolated elements. Many of the techniques developed by cognitive load theorists work best on material with a high level of intrinsic cognitive load. This makes them especially applicable to law teaching.

Extraneous cognitive load, however, occurs when a student encounters poorly designed learning materials. Extraneous cognitive load does not promote learning. Extraneous cognitive load is unnecessary and can be changed by designing better instructional materials.

Germane cognitive load, like intrinsic cognitive load, is a necessary part of learning. It is the effort required to understand the materials used and thus incorporate the intrinsic load into the long-term memory schemata—sometimes moving it into existing schemas and other times further dividing, categorizing and creating new schema. Thus, although not related to the inherent difficulty of the material, germane load occurs when instructional materials add to the difficulty, but there is a payoff for the effort. Germane cognitive load, as opposed to extraneous cognitive load, is relevant to the learning process. An increase of the germane load is justified by an increase in learning. Making cognitive load germane rather than extraneous, as happens when using well-designed instructional materials, benefits students.

Although measuring cognitive load presents various difficulties, it is generally accepted that cognitive load can be measured. And because extraneous cognitive load can be decreased with well-designed instructional materials, educational psychologists have focused on studying how the design and presentation of materials can affect cognitive load.

Cognitive load studies have primarily examined two areas of instructional design. Some theorists look at how multimedia presentation affects cognitive load. Others focus on how much guidance instructional materials offer the

35. Sweller et al., supra note 3, at 259.
36. Id. Perhaps one reason law school imposes such a heavy cognitive load is understanding the interconnectedness of law. The usual metaphor of “a seamless web” springs to mind.
37. Sweller et al., supra note 19, at 181.
38. Mayer & Moreno, supra note 32, at 133.
39. Sweller et al., supra note 3, at 259.
40. Mayer & Moreno, supra note 32, at 133.
41. Sweller et al., supra note 3, at 259.
42. See, e.g., Tamara van Gog et al., Uncovering Cognitive Processes: Different Techniques that Can Contribute to Cognitive Load Research and Instruction, 25 Computers in Hum. Behav. 325 (2009); Sweller et al., supra note 3, at 266-70.
43. Many studies focus on how to use graphics, text and audio. See, e.g., Roxana Moreno & Richard E. Mayer, Techniques That Increase Generative Processing in Multimedia Learning: Open Questions for Cognitive Load Research, in COGNITIVE LOAD THEORY, supra note 4, at 153; Wayne
student, most often through models or worked examples.\textsuperscript{44} Most of the work in the area of the writing classroom falls into the work on models and worked examples.

Although some educational psychologists study models and some study worked examples, the work is sometimes overlapping and distinctions are not always clear.\textsuperscript{45} Nevertheless, in general, models and examples are an area that has generated many instructional techniques. Generally social-cognitive research is based on the idea that human beings learn from observing what goes on around them.\textsuperscript{46} Thus, social cognitivists have primarily looked at guidance through “modeling,” in which novice learners watch expert learners complete a task.\textsuperscript{47} In contrast, the educational psychologists as cognitivists have focused on “worked examples,” a step-by-step explanation of the solution to a problem.\textsuperscript{48} It is commonly accepted among cognitive load theorists that presenting students with worked examples, the “worked example

\begin{thebibliography}{99}

\bibitem{Leahy} Leahy \& John Sweller, \textit{Cognitive Load Theory, Modality of Presentation and the Transient Information Effect, 25 \textit{Applied Cognitive Psychol.} 943 (2011)}.

\bibitem{Efficiency} In \textit{Efficiency in Learning: Evidence-Based Guidelines to Manage Cognitive Load}, the authors identify principles for effective use of media that include: 1) how to use visuals and audio narration; 2) focusing attention and avoiding splitting attention; 3) minimizing redundant content and presentation modes; and 4) using performance aids to provide memory supplements. \textit{Clark et al., supra note 29. Professor Deborah Jones Merritt has addressed cognitive load and PowerPoint use in law school in an excellent article. Deborah Jones Merritt, \textit{Legal Education in the Age of Cognitive Science and Advanced Classroom Technology, 14 B.U. J. Sci. \& Tech.} 39 (2008).}


\bibitem{Id} \textit{Id. at 155-57.} Although cognitive theorists have focused on worked examples, and social-cognitivists have primarily focused on models, there are many commonalities between the two theories; some argue that worked examples are just a larger from of modeling. \textit{Id. at 156.} In fact, some theorists suggest using heuristics that combine worked out examples and modeling. Tatjana S. Hilbert \& Alexander Renkl, \textit{Learning How to Use a Computer-based Concept-Mapping Tool: Self-Explaining Examples Help, 25 Computers in Hum. Behav.} 267, 268 (2009). This article will consider models and worked examples to function essentially in the same ways.

\bibitem{vanGog2} \textit{van Gog \& Rummel, supra note 44, at 156-57.} Social cognitive theory, also called “social learning theory,” emphasizes the evolutionary importance of learning from what people do, say or write. Learning from observation is more efficient than learning everything from direct experience.

\bibitem{Michel} For example, one study tested whether learning to read or write by observing students reading or doing writing exercises was more effective than actually performing the exercises. The students in the learn-by-observation category were more effective at comprehending and analyzing texts than students in the learn-by-doing category. Further, the ability of students to transfer what they had learned to a new situation was enhanced, although the transfer effects were smaller in those who transitioned from reading to writing. The study’s authors note, however, that learning by observation does have its limits because once a student acquires a skill learning is enhanced by applying it. Michel Couzijn \& Gert Rijlaarsdam, \textit{Learning to Read and Write Argumentative Text by Observation of Peer Learners, 14 Stud. in Writing} 241, 241-58 (2004).

\bibitem{vanGog3} \textit{van Gog \& Rummel, supra note 44, at 155.}

\end{thebibliography}
is a superior learning technique compared with unguided problem solving. Worked examples let learners “focus attention on problem states and associated operators (i.e., solution steps) enabling learners to induce generalized solutions and schemas.”

The worked example provides the learner with a problem-solving schema to transfer into long-term memory, facilitating future learning. Cognitive scientist John Sweller notes that research on the worked example effect “leads to the counterintuitive prediction that studying worked examples may facilitate schema construction and transfer performance more than actually solving the equivalent problems.”

These results are strong in well-designed examples, but some have criticized the theory, claiming results are weaker when the examples are less well-designed. “Well-structured problems” are problems that have specified procedures and rules for solving the problem. “Ill-structured problems” are problems with less specified rules and procedures for solving the problem. Recent research, however, has shown that examples also work well in those domains with ill-structured problems.

Thus, although much of the research in the area of worked examples has been in “well-structured domains” such as the sciences or mathematics, some studies have been done for learning argumentative skills and learning legal reasoning.
Most of the topics that arise in law school, and certainly law school writing assignments, are ill-structured problems. In fact, writing assignments of all sorts are ill-structured problems, but writing theorists have implicitly addressed the value of learning from examples and models for years—actually, centuries. They have also explicitly addressed cognitive load theory more recently.

B. When Students Write: Composition Theory, Cognitive Theory, and Examples

In the area of writing, both composition theory and cognitive load theory have shed light on how students learn from examples. Educational psychologists working in the writing pedagogy context suggest that teaching writing imposes special problems with cognitive load. Specifically, writing students expend so much of their mental energy on completing an assigned document that they have little to no mental energy left to reflect and learn from the writing experience itself, which would help them in future writing assignments. The theory thus suggests that it may enhance learning and be more efficient for students first to work with samples, allowing students to focus on the task of generalizing principles from observing examples or models before attempting to write their own documents. Those who teach persuasive writing, from rhetoricians in ancient Greece and Rome to modern composition theorists who have collaborated with cognitive scientists, have recognized the value of studying examples. Hence, both cognitive load theory and composition theory offer much to professors in search of the best way to use examples and models in the classroom.

Using examples is not new to teaching writing. From the early days of rhetoric in Greece and Rome, “imitation” of examples has been a standard teaching device. This section examines how composition theorists have viewed using examples. It begins with a look at typical work on using examples from modern composition theorists in the classic rhetorical manner. The section then turns to how theorists combine the increasingly influential “process method” of teaching writing with “prose modeling,” or using examples. Next,
the section looks at those composition theorists and cognitive scientists who have focused on writing from a cognitive viewpoint. Finally, the section looks at the conclusions of legal writing scholars on using examples.

1. Prose Modeling and Analyzing Examples

Edward Corbett and Robert Connor’s popular text Classical Rhetoric for the Modern Student devotes an entire section to imitation. In addition to a parade of testimonials to the power of imitation, the text includes exercises for copying and imitating passages of admired works. Also teaching imitation in the classic rhetorical style is Professor Frank J. D’Angelo, who notes the close connection between invention and imitation. Making points that resonate with later work by the cognitivists, D’Angelo remarks that the student without examples has

nothing to draw upon except his own meager store of stylistic resources and must, slowly and painfully, stumbling and fumbling, plot his weary way through all of the embryonic phases that are characteristics of an evolving style. The student who imitates, however, may be spared at least some of the fumblings of the novice writer.

Using a passage from a short story by Irwin Shaw, “The Eighty Yard Run,” D’Angelo describes the close work that fruitful imitation requires. The exercise is remarkable for the level of detailed observation required. Students must describe whether sentences are simple, complex, compound or cumulative; how many words are in sentences; how many base clauses or free modifiers are present; whether verbs are concrete and particular; how many participles are present; and the use of conjunctions. When the analysis is completed, then the close imitation begins.

Similarly, “prose modeling” is one of the approaches recommended in the classic Eight Approaches to Teaching Composition. In that article from the 1960s,
the author suggests the method is more compatible with the new “process method” than one would expect at first glance, \(^\text{73}\) and although he recommends “devotion” to the process, \(^\text{74}\) he also expects students to read widely and learn to read as writers and use models in the revision process. \(^\text{75}\) By the mid-1990s, composition theorists began empirical studies on effective “prose modeling” in combination with a “process approach”. One study found that novice writers who study a model in an unfamiliar prose form respond in ways that are more like experts—that is, more introspective and evaluative—than novice students who are not given a model. \(^\text{76}\)

Another study, of particular interest to law professors because it involved writing in a particular genre, examined using models to teach psychology majors how to write research reports. \(^\text{77}\) Groups of undergraduates were given no models, good models, or a mixture of models of varying quality. Some students saw models with grades attached; others did not. All were subsequently asked to produce a “method section” for an experiment. \(^\text{78}\)

Results were mixed. Significant differences emerged between two groups, the no-models groups and the groups with models with respect to both content and organization. The groups with models scored higher on organization than the no-models group. \(^\text{79}\) The study also found no advantage to providing only good models or to labeling the models. Finally, the study concluded that providing students with models seemed to increase the value of the information students included in their own reports. \(^\text{80}\)

Thus, composition scholars have engaged with “prose modeling” as a way of using examples. Some composition theorists have also specifically used cognitive psychology to examine the way we teach students to write.

---

\(^{73}\) Id. at 27. “Although we now teach writing as a process, we no longer feel that it is in conflict with our use of prose models . . . . [I]f we are going to teach writing honestly, it is only fair that we look at what writers do and pattern our instruction after them.” Id. at 29.

\(^{74}\) Id. at 27.

\(^{75}\) Id. at 35. Professor Eschholz recommends intervening with prose models at various stages of the process.


\(^{78}\) Id. at 92-96. For purposes of the study a model was defined as “a text written by a specific writer in a specific situation that is subsequently reused to exemplify a genre that generalizes over writers in such situations.” Id. at 90.

\(^{79}\) Id. at 111-12.

\(^{80}\) Id. at 114.
2. Cognitive Science and Writing Theorists

In 1980, composition theorist Linda Flowers and cognitive scientist John R. Hayes collaborated on a groundbreaking article that changed the way theorists and teachers think about writing and teaching writing—Cognitive Processes in Writing: An Interdisciplinary Approach. Hayes and Flowers used “think aloud protocols” to identify the organization of the writing process. They replaced earlier theories about three distinct and linear stages of the writing process with a model that was more recursive, fluid and reciprocal. Hayes and Flower described how three “cognitive processes involved in writing (planning, translating and reviewing) interact within the constraints of memory and the task environment.”

Although much of the composition theory literature has focused on other cognitive aspects of the theory, some social scientists who specialize in how to teach writing have examined “the constraints of memory,” cognitive load, and using examples or models. For example, a group of Dutch theorists has developed a body of work on cognitive load and instructional design in the writing classroom. These scholars identify the cognitive load problem that is specific to learning to write: that a heavy cognitive load is imposed by the process of “switching between carrying out the writing task itself and learning from doing so.”

Scholars address this problem, created when the learner must simultaneously execute the tasks of writing and the task of learning from that activity, by proposing solutions that center on using observational learning and models to lessen the cognitive load. In an early study involving learning to write argumentative texts, Michel Couzijn placed students in one of four categories:


82. A “think aloud protocol” is a method researchers use in which readers model their cognitive processes by saying what they are thinking as they read a text.

83. Vincent Connelly et al., Children Challenged by Writing Due to Language and Motor Difficulties, in Past, Present & Future Contributions of Cognitive Writing Research to Cognitive Psychology 217, 221 (Virginia Wise Berninger ed., 2012)(emphasis added). The authors note that although the Hayes and Flowers article proved to be the framework for future research in the field, theorists no longer believe that it explains all aspects of writing development. Id.

84. Among others, these authors include Martine A.H. Braaksma, Hein Broekkamp, Michel Couzijn, Tanja Janssen, Marleen Kieft, Gert Rijlaardsdam, Huub van den Bergh, and Bernadette H.A.M. van Hout-Wolters.

85. Braaksma, Effective Learning, supra note 7, at 34.
Group DW learned by doing writing exercises; Group OW learned by observing writers, Group OWR learned by observing writers and readers who evaluated the writers; and Group FW learned by doing a writing exercise and receiving feedback from a reader.\textsuperscript{86} Students were pre-tested and post-tested on their ability to write argumentative texts and the “intermodal transfer” of this writing ability into reading the same type of texts. Students in both observational groups performed better on writing tasks than the students in the learn-by-doing categories; students in the observational categories also had stronger intermodal transfers to reading.\textsuperscript{87} Interestingly, the observational writers who also had readers who evaluated the writers had the best intermodal transfer.\textsuperscript{88}

Similarly, in a study using post hoc data gathered in the Couzijn study above, researchers identified which elements of observation tasks are effective.\textsuperscript{89} This study confirmed the importance of monitoring, evaluative, and reflective activities in the observational process. The study found that “evaluation” and “product elaboration” were enhanced by observation of models. Although the researchers expected that students who learned by doing would engage in executive activities throughout the writing process, these students actually engaged in a more “plan-as-you-go” type of approach to the exercise.\textsuperscript{90}

Among observational students, those with a “good model” showed more analysis activities (“text-structure-oriented” planning) while the “weak model” group used a more process-oriented planning. The authors concluded that observational learning, compared with learning by doing, enabled students to better cope with “the double agenda of task execution and learning” and more easily learn complex skills.\textsuperscript{91} Later studies confirmed that observational learning helped students more for activities like planning. Further, the planning and organizing process of students engaged in observational learning was positively related to the quality of the writing product.\textsuperscript{92}

\textsuperscript{86.} Michel Couzijn, Learning to Write by Observation of Writing and Reading Processes: Effect on Learning and Transfer, 9 LEARNING & INSTRUCTION 109, 110 (1999).
\textsuperscript{87.} Id. at 130.
\textsuperscript{88.} Id.
\textsuperscript{89.} Braaksma, Effective Learning, supra note 7, at 43.
\textsuperscript{90.} Id. at 44.
\textsuperscript{91.} Id.
\textsuperscript{92.} Martine A.H. Braaksma et al., Observational Learning and Its Effects on the Orchestration of Writing Processes, 22 COGNITION & INSTRUCTION 1, 2 (2004). “Orchestration” of the writing process is the term used to indicate “temporal organization.” The term emphasizes that “writing processes must be activated and coordinated by a control structure, such as the monitor in the Hayes and Flower…model.” Id. Further, note that “orchestration” is itself a process, so observing the process where observers focus and reflect on the process over the product might be expected to promote better understanding of the process for students. Id. at 4. Also worth noting is that the authors limited the participants in the study to those students who were considered good candidates for using “think aloud” protocols, which may mean the results of the study are not generalizable. Id. at 30.
In more recent studies, the Dutch researchers have examined observational learning with peers as models. The researchers note that foundational assumptions include that writing and learning to write are “interdependent competencies.” It is not automatic that writing teaches one to write, but the design of the lesson must provide a frame and a space for students to act not as authors, but as learners. They must have a chance to observe process, to generalize and strategize about what counts as a successful piece of writing, and to think about what is necessary to produce one. In this process students assume three roles: “writer-speaker,” “reader-listener” and “learner-observer-researcher.” The authors suggest that those who teach should focus not only on the “writer-speaker” role, but also address the “learner-observer-researcher” role. They suggest a rule that each lesson should be aimed at least toward the learner role, but most should include other roles as well.

Two conclusions related to examples in the writing classroom emerge from the study of peers observing peers. First, students who observed performed better when asked to perform the task themselves than students who had instructions and no model. Further, students who observed a model who made errors but gradually corrected the errors performed better than those who watched a model who performed the task perfectly the first time.

The second conclusion is the “similarity hypothesis.” The similarity hypothesis states that weaker students, or students with less prior knowledge, learn more from observing weaker models, and better or more experienced learners learned more observing good models. In fact, good students did not benefit at all from focusing on weaker models.

94. Id. at 57. The authors analogize to learning to read and reading being interdependent skills.
95. Id. at 58.
97. Id. at 67.
98. Id. at 68.
99. Id. at 69. The good students “needed the challenge of reflecting on the better model and explaining why the better model performed well.” Id.
Similar to the studies in the Netherlands, in the United States Ronald Kellogg has described three ways in which authors represent source texts as the writers progress through various stages to maturity. In the first representation, the writer uses writing to tell what he knows. In the second, the writer transforms what he knows for his own benefit. In the third, the writer transforms what he knows for the reader’s benefit.

Kellogg notes that “the limited capacity of the central executive of working memory” is the primary constraint on progressing through these stages or different types of “representations.” Similar to the Dutch scholars, Kellogg suggests the critical factor is the demanding load imposed on working memory by the writing process. This load limits both basic cognitive processes and progress of the writer though the representations.

Kellogg argues that cognitive load can be lessened by creating “cognitive apprenticeships,” in which learners practice and thus acquire “domain-specific” knowledge that can be retrieved more easily from long-term memory. These “cognitive apprenticeships” have been explored in other instructional design science, and these cognitive apprenticeships rely heavily on demonstration, modeling and observation in learning activities.

3. Legal Writing Scholars and Examples

Legal writing scholars have also theorized on the use of examples. Some have endorsed comparing the strengths and weaknesses of model documents to learn the features of good writing. Others have recommended following the educational maxim “I see and I remember, I do and I understand,” or

101. Ronald T. Kellogg, Training Writing Skills: A Cognitive Developmental Perspective, 1 J. of Writing Res. 1 (2008). “In reading the text, the author builds a representation of what it [the text] actually says. At times such reviewing may lead to a state of dissonance between what the text says and what the author actually meant, but it can also become an occasion for re-thinking afresh the author’s ideas. During knowledge transforming, the act of writing becomes a way of actively constituting knowledge representations in the long term memory, rather than simply retrieving them as in knowledge-telling.” Id. at 7.

102. Id.

103. Id. at 3.

104. Id. at 5.

105. Id. at 3.


the medical school precept of “See one, do one, teach one.” The “seeing” in both cases refers to using examples and models to teach, and the analogy to other pedagogies in both cases supports a greater use of samples and examples in the legal writing classroom. Professor Laurel Oates has written that educational psychologists’ studies demonstrate that pointing out the similarities in underlying structure of various examples will help students develop the schema necessary to transfer what they learn in one writing context to another.

Still others have weighed the benefits and the costs of using examples. For example, Professors Shapo and Lawrence suggest that the costs of using examples in the legal writing classroom include students’ following a model with “a dogged literal-mindedness regardless of subject matter and context.” The benefits include demonstration through providing multiple samples that there is more than one correct way to write a document. Beyond using multiple examples, principles for using models effectively include discussing and annotating models of problems students have already tried to solve or asking students to create their own models of the various ways in which a document could be written.

The traditional way legal writing professors identify error is through commenting on the students’ own documents. Other legal writing teachers, however, have also explored the benefits of presenting students with weaker examples that feature mistakes common to beginners. This method is similar to the method suggested by cognitive scientists who have found that novices who lack schemas often benefit more from seeing weaker examples and comments on the deficiencies of weaker examples.

In summary, legal writing scholars have been ambivalent on the use of examples, recognizing both pros and con. Further, research in two areas, educational psychology and composition theory, have implications for how professors should use examples and models in the legal writing classroom. In

110. Christine N. Coughlin, et al., See One, Do One, Teach One: Dissecting the Use of Medical Education’s Signature Pedagogy in the Law School Curriculum, 26 GA. ST. U. L. REV. 361, 361 (2010) (“Because medical students and law students develop early professional reasoning skills in parallel ways, successful medical school pedagogy may be particularly applicable to the law school setting.”).

111. Laurel Currie Oates, I Know That I Taught Them How to Do That, 7 LEGAL WRITING INST. 1,7 (2001).
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particular, the research suggests that teaching through examples is a superior model to problem-solving for novice learners. The principles developed by these theorists should guide legal writing professors as they expand their use of examples in the legal writing classroom.

II. Implications for Using Examples in the Classroom

The work of educational psychologists, experts in instructional design, and composition theorists presents several important implications for the use of examples in doctrinal and legal writing classrooms. First and foremost, the research supports that students who are novices in a genre or a discourse community will learn more quickly and more easily from examples and models. The worked example effect has been reproduced in study after study. One of the most accepted principles of cognitive load theory is that using examples, worked examples and models to teach novices is superior to problem-solving techniques. Further, the wisdom of classic rhetoric has been reinforced by the recent cognitive load theory research for teaching writing.

The research and theories examined also provide guidelines for when and how to use specific kinds of examples to maximize benefits at various stages of the learning process; how to structure or segment examples or models to minimize cognitive load; maximizing the benefits of examples through effective instructional design; and, finally, when and how to refrain from using examples. Many of the recommendations that grow out of the cognitive science and composition theory research are techniques and principles that some law professors have already adopted. Nevertheless, it will improve legal education to use these guidelines intentionally and more systematically to plan a law school course with the intent of reducing extraneous cognitive load. Similarly taking advantage of the strategies recommended by composition theorists working with cognitive scientists has improved and will continue to improve legal instruction, especially when it involves writing.

In the law school classroom, cases represent “worked examples” of legal problem-solving. They offer the chance to see how legal professionals have addressed and “solved” a legal issue. Law professors should recognize that reading and analyzing cases is schema-building in several ways. First, it expands the categorization of existing schemas. Thus, it offers an example of how a particular rule in a particular area of law works. (“This is how a lawyer addressing a torts problem decides whether intent is present.”) Next, it builds new schemas. (“There is a concept called standard of review that addresses the level of deference an appellate court gives to a trial court.”) And finally, and probably even more important, it gives students the chance to understand the process of reading, understanding and using legal authority instrumentally. (“It is important to note the level of the court and whether it is within my jurisdiction as I decide whether to use a case.”) Law is ever evolving and the

117. Sweller et al., supra note 3, at 273.
118. Clark et al., supra note 29, at 190.
information students learn about a particular rule may change. Learning to read and use new cases and new rules is critical to becoming a successful attorney.

Cognitive load theory can guide choices for doctrinal classes and for legal writing classes, for novice learners and more experienced upper-division students, and for those creating the casebooks and other instructional materials for those classes. The effects, and the instructional techniques related to them, can be helpful in the various situations that law professors face: when designing texts, courses, or classroom instruction; when actually teaching in the classroom; and when considering the curriculum as a whole to design a sensible program of study as students advance.

The effects described below, and the techniques derived from them, are particularly applicable when designing texts, courses and classroom instruction using examples and models to teach law and legal writing. Among those techniques that are most helpful when designing a text or a course are considering the prior knowledge of learners, segmenting the learning task, and considering variety in choosing cases and examples.

A. Techniques Important as a Professor Designs a Course or Course Materials

1. Consider the prior knowledge of students as you design the course. Use weaker examples with novices; use better examples as students’ sophistication increases. Studying worked examples is more effective and efficient than problem-solving, especially for lower-prior-knowledge students. Further, similarity in competence between the model and the observer may determine the effectiveness of observational learning. In other words, students with low prior experience in the area or weaker students benefited more from observing weaker models and critiquing and analyzing weaker examples, while more advanced students learned best from more advanced examples, as well as from writing themselves.

Thus, law professors should take into account whether a class comes in the first year of study, when deciding which examples and cases to use. Students with scant prior knowledge benefit most from examples and models. Further, provide weaker examples at the start of the semester when students have less-developed schemas with which to view the example. For novices, examples

119. Sweller collects and explicates many of these in a chart. Sweller, supra note 4, at 30.
122. Id.
123. van Gog & Rummel, supra note 44, at 160.
of what not to do will help define the emerging schemas as much as correct examples.

In a study in 2002, Dutch researchers separated eighth-graders into weak learners and better learners. 124 Each group was subdivided and given either a competent or noncompetent example to aid them. 125 The results confirmed that similarity between the model and the model observer facilitated learning. 126

This resonates with law schools’ traditional pattern of teaching first-year courses that emphasize “case crunching,” offering lots of chances to examine examples when students are novices. It also suggests that when choosing cases for the casebook or syllabus, choosing those cases that illustrate error—on the part of the current court, the lower court, or the lawyers in the case—is a sensible practice.

When the class includes writing, this guideline also resonates with the advice of legal writing scholars Provenzano and Kagan, who advise embracing error as a teaching tool. The “error analysis theory” 127 assumes a “stable of common errors . . . both logical and predictable.” Creating examples that illustrate these predictable errors gives students the chance to learn from errors without the cognitive load involved in composition.

The corollary of this technique suggests that the type of example should change as students progress. For more experienced students, use examples that demonstrate almost none of the errors that are typical of beginners—fewer errors in general—and offer a variety of good examples to illustrate a specific skill. This is a technique that may be underused in law school. A casebook author may choose a case to illustrate excellent reasoning, lawyering or writing, but it is probably rare that casebook authors and professors choose to schedule such a case specifically when students are more ready to learn from it.

2. The segmented format and subgoal effects suggest that professors should pace learning by breaking learning goals into stages and providing subgoals for students as students examine models and examples. Creating a subgoal or segmenting a problem into distinct parts helps lessen cognitive load. Using a segmented format required less effort to achieve equal learning. 128 Segmenting in the form of creating subgoals for learners also aids students transferring problem-solving techniques from examples to slightly different problems. 129

124. Braaksma et al., supra note 121.
125. Id. at 406.
126. Id. at 412.
128. Spanjers et al., supra note 120, at 352. In contrast, requiring students to create segments on a worked example required students to “invest more effort in learning . . . without performing better.” Id.
Because intrinsic cognitive load is “fixed,” segmenting the material to be learned is a way to help students handle intrinsically difficult material, or intrinsic cognitive load. Further, breaking the material down to create subgoals not only marks a student’s progress through difficult material, but it also builds schemas and aids transfer of skills to new projects. “A learner is more likely to integrate new knowledge with the old if tasks are completed in small sections.”

Although some learning theorists have been enthusiastic about whole-task learning, there has been little research supporting it. By contrast, research shows that designing the learning environment to confront students with whole-task learning imposes a greater cognitive load. Thus, consider the risks of cognitive overload before designing the whole-task-learning environments. When whole-task learning is required, however, it often is most efficient if the assignment is a real-world task.

In addition to teaching segments before teaching the whole, other principles that increase the efficiencies of segmenting examples or creating subgoals include designing learning environments that allow learners to control their own pace, and teaching supporting knowledge separate from the procedural components— for example, teaching the names and functions of the components before teaching the process.

Segmenting and creating subgoals also requires estimating how to divide up the material to be learned. Research suggests organizing steps into a “meaningful hierarchical structure.” If segments are too small, too many components will overload the working memory; if the segments are too few, problems

---

130. *Clark et al.*, supra note 29, at 162.
132. *Id.* Much of the research on segmentation has involved dynamic visualizations, such as animation or video, but others have applied segmentation to written text. See *Spanjers et al.*, supra note 120. Segmenting text in a probabilities problem resulted in better outcomes with less cognitive load. Requiring the students to segment (a form of interactivity), however, was not as efficient. See also *Catrambone, Improving Examples*, supra note 129, at 607.
133. *Clark et al.*, supra note 29, at 179. Most of the research into whole-task learning focuses on problem-based learning and involves studies that include traditional directive instruction. *Id.* Students sometimes experience more satisfaction with problem-based learning. *Id.*
134. *Id.* at 161.
135. *Id.*
136. *Id.* at 161, 173. It may seem counterintuitive to teach task steps separately from supporting knowledge, such as the reason a certain step is required. But understanding the concepts associated with the step may impose a heavier cognitive load and may be better achieved when the student has constructed schemas from learning the steps. *Id.* at 173.
the segments are too large and may lack a “clear function.” Experienced professionals are in the best position to divide the material; novices lack the experience to make these judgments. But it is wise to ask students for feedback, as students are in the best position to judge cognitive load for beginners.

In the traditional classroom, it is probably obvious to professors that a syllabus is a map of segmented subgoals for the class. Students, however, may view the syllabus as a miscellaneous group of topics that fall generally under the heading of “Torts” or “Business Associations.” Some professors regularly draw students’ attention to the text’s table of contents in an effort to provide context and cohesion to the students’ view of the course. But the research suggests that professors go further by designing a syllabus that both intentionally names goals and subgoals for the course, and explicitly identifies these subgoals for students. Naming the knowledge and the skills that the professor expects the students to learn from a given assignment will help students control their own learning.

To create this kind of syllabus, professors must begin by identifying the goals of the course and then analyzing the steps or segments that students must complete to achieve a goal. If analytical skills such as understanding a certain rule structure or recognizing the different skills involved in reading a statute compared with reading a case, then the professor should identify these goals and segment these lessons as part of the “doctrine” the course covers.

This area of cognitive load theory recommends other techniques for making the syllabus a teaching tool. Implementing the principle of separating the supporting knowledge from other components would suggest that students would profit from a glossary of terms they are likely to encounter in the course. Although definitions may perforce oversimplify concepts, a vocabulary list would provide a basis on which to build richer schemas over the duration of the course. It may also be sensible for a syllabus to contain “study questions” that students use while reading a case. The more that professors can develop “learning steps” as an explicit part of the course, the easier for students to internalize the basics and have a foundation on which to build deeper learning.

In simulation courses devoted to writing, segmenting and using subgoals has long been a part of employing what has been labeled “the process method” to teach writing. Legal writing professors have replaced the whole-task method (“Here is what a memo contains; now you write one.”) with a

138. Clark et al., supra note 29, at 167.
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140. The current emphasis on assessment advocates the same process of creating a class “backward” by deciding the learning goals or outcomes, and then working backward to decide how students will accomplish the outcomes and how professors will assess whether the outcomes have been achieved.
list of segmented tasks that essentially create subgoals (writing pieces of the whole such as a research log, an outline, lists, notes or a zero draft). Professors changed the teaching method to focus on the process of writing and to create opportunities for intervention in the writing process. The information derived from cognitive load research on subgoals and segmenting not only drives that process and supports that practice, but also suggests ways of extending it in any class where students write.

Writing courses could be more intentional about using segmenting by teaching the vocabulary of the writing task before teaching the components of the task. Examples work at every stage of the writing process from planning and pre-writing to revising and editing. Segmenting planning and pre-writing also works to not only improve the planning stage, but also the final product.

Regarding student control over pacing of the segments, in some sense the law school tradition of delaying evaluation until the end of the semester, with one final exam, allows students to decide how fast they will learn the material. The trouble with that notion, however, is that the syllabus demands a relentless march through the material. Those students who are less sophisticated in metacognition, less self-directed or less self-disciplined, however, may fail to take this as opportunity to pace their own learning and more likely procrastinate or careen from one task to another in triage mode. When one concept builds on another, law professors need teaching techniques that allow both professors and students to assess whether students are ready to move on. Several techniques can help with that assessment.

Classroom assessments such as “minute papers,” “muddiest point,” “problem recognition tasks,” and “one-sentence summaries” can help professors assess students’ progress without imposing large blocks of time or grading duties in the middle of the semester. Using instant feedback

142. Writing professors typically stage assignments to create opportunities to intervene. Some of the common stages might be research plans, source lists, outlines, zero drafts, first drafts, conferences, reflection papers or writer’s memos, all leading up to a final draft. See generally Linda L. Berger, Applying New Rhetoric to Legal Discourse: The Ebb and Flow of Reader and Writer, Text and Context, 49 J. Legal Educ. 155 (1999).

143. These techniques and many others that could be helpful are from Thomas A. Angelo & K. Patricia Cross, Classroom Assessment Techniques: A Handbook for College Teachers (2d ed. 1993). The “minute paper technique” suggests professors stop class a minute or two early and ask students to write for one minute on a topic such as “What is the most important thing you learned in class tonight?” Id. at 148. One advantage of minute papers is that if they are used regularly, students pay better attention in class, knowing they will need information for the minute paper. “Muddiest point” is similar, but asks for a quick response to the question of what they are finding difficult in the material. Id. at 154. A “one-sentence summary” asks students, “Who does what to whom, when, where, how and why?” about a given topic, and then asks them to synthesize those answers into a single informative, grammatical, and long summary sentence. Id. at 183. “Problem-recognition tasks” are essentially issue-spotting opportunities generated by giving students a page of situations and asking them to spend a few minutes spotting the issues. Less complicated than full practice tests, they nevertheless give students a chance to see if they can begin to recognize the issues discussed in class. Id. at 214.
techniques that involve the entire class, such as clickers or a low-tech version such as holding up colored cards, can help professors see how much of the class is ready to move on, as well as offer students the chance to see if they need to devote extra attention to the class to stay with the majority of students. And office hours or mandatory conferences with students may offer special opportunities for individual assessment. Writing teachers have traditionally used individual conferences to help students self-assess and self-pace.

Further, many legal writing professors now use “live conferencing” and “zero drafts,” which may offer students the chance to pace their own learning. At “live commenting conferences,” professors read and react aloud to students’ writings that the professor is reading for the first time. Live conferencing gives students the chance to hear how a trained legal reader reacts to their written analysis in real time. Professor Linda Berger suggests that “zero drafts,” or drafts that students usually create or their own benefit and that fall somewhere between notes and outlines, “help a writer begin writing at a time when she is unlikely to be able to form the complex concepts required to create an integrated network of large and small ideas.” In other words, Professor Berger sees zero drafts as a technique to help students manage cognitive load. Allowing students the freedom to determine how much will be included in the zero draft gives them control over the pace of their own learning.

3. Variability matters more in worked examples than in problem-solving, so carefully choose how to vary examples. When students see multiple examples that vary in context but demonstrate the same principles, the students are better able to construct flexible schemas that identify the core features of the principles and to dismiss those that are irrelevant. The variability effect is a function of germane load, and not intrinsic load, and implicates the concept of “transfer.” Transfer is “the use of knowledge or a skill acquired in one situation to perform a different task.” In other words, although giving students various examples imposes a greater cognitive load, that load is justified and relevant—germane load rather than extraneous load. After all, if the only goal were to lighten the cognitive load, it would be light indeed if students could just study the same example over and over. But adding to the relevant load by varying context to encourage transfer demonstrates the concept of germane load.

Thus, the varietal effect is counterintuitive because it suggests increasing the cognitive load of some assignments. The varietal effect recommends

144. Several legal writing colleagues who use “live conferencing” leave students in control of how much text they will bring in for the conference. These professors may also allow students to schedule more than one conference as the students work their way through the memo.
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increasing the germane cognitive load to increase the likelihood of transfer by giving students a variety of examples. Students learn more and transfer more by studying highly variable examples rather than examples with more similar features. Variability is more effective with worked examples than in the problem-solving format.

One study suggests that the kind of variety may matter when using multiple examples. The researchers grouped the examples according to surface features—for example, putting all finance problems or force problems together, or according to structural features, putting all examples that are solved using the same rule together. When novice learners were given the examples, the grouping emphasizing surface features enhanced performance more than structural groupings. The researchers reasoned that putting together problems that look the same but are structurally different teaches learners how to identify the important structural features and ignore irrelevant surface features. When experts were given the examples, however, the enhanced effect disappeared. Thus, once learners can distinguish structural features, they simply need practice and the specific type of examples matters less.

When variability is low and deep structure is constant, learners learn only to solve problems with a particular structure. In contrast, when variability is high, with a corresponding high interactivity of elements, students “must take into account more and more elements associated with the various structures reflected in the problems and learn how to deal with those elements.” These results argue for course designers and textbook authors to consider carefully both what they wish students to learn and the nature of cases used to teach those analytical skills and doctrinal content. When choosing cases to study, look for more than an illustration of a key concept; consider also structural versus surface features and the number of interactive elements. Increasing the number of interactive elements may provide more learning,
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but only if the student has sufficient working memory to accommodate the increased cognitive load.\textsuperscript{54}

The task professors face is optimizing interactivity and variation to increase learning while not overloading the working memory and shutting down learning. Here, as above, the prior knowledge of the learner will often govern how much a professor can expect students to balance. Beginning students are less equipped to learn from cases with highly interactive elements. One technique, “pre-training” involves developing a specific knowledge for students before presenting multifaceted materials.\textsuperscript{55} In another form of segmenting goals, professors can design study questions or subtopics to introduce sophisticated concepts before expecting students to learn them in tandem with other concepts.

In classes that produce written products, the varietal effect, using more than one example or examples with multiple facets, has long been recognized as beneficial. If one of the problems of giving writing students an example is the students’ tendency to follow it “slavishly” without thinking, one common solution is to give students multiple examples that illustrate the same principle in different ways.

Applying these lessons of recent studies, however, suggests that professors make intentional choices to offer students examples in one area, but provide different rule structures or call for different organizational schemes. For example, it might make sense to pair examples from criminal law, but with each example illustrating a different rule structure. Or, as students advance, it may be most important for them to see different topics repeating familiar structures. You could do this by offering one example from criminal law and one from tort law that both illustrate a rule with elements. In writing classes, research findings do not support using just one topic for assignments or examples throughout the semester.

Among the legal writing professors who have advised a variety of contexts are Professor Laurel Oates, who wrote about how best to encourage transfer of skills from one assignment to another, and Professor Carol Parker, who wrote about the best way to use examples in writing to learn in law school classrooms.\textsuperscript{56} Professor Parker notes, “A student who has been accustomed to relying on intuitive understanding and a good ear may reach the limits of those gifts in law school. In any event, a good ear is only as good as what it has heard.”\textsuperscript{57} The observation is especially apropos for novice students and indicates the need for a variety of samples and models.

\textsuperscript{54} Id.
\textsuperscript{55} Id. at 204.
\textsuperscript{56} Oates, supra note 111; Parker, supra note 108, at 583-84.
\textsuperscript{57} Parker, supra note 108, at 584.
B. Techniques Especially Helpful During Class Times

1. The self-explanation technique. Students learn from examples when they attempt to explain to themselves why certain steps are taken in a solution.\(^{158}\) Self-explanation involves both generating inferences from the material and fitting those inferences into the individual student’s own schema or model.\(^{159}\)

Researchers in the late 1980s discovered that if an example did not spell out the necessity for each step in the solution, students would shoulder the burden of explaining to themselves the reasoning involved.\(^{160}\) When students engaged in this “self-explanation” they appeared to learn more and to transfer more.\(^{161}\) Further, students who were successful problem-solvers monitored their own learning and created more and better explanations.\(^{162}\) But if students were not prompted to generate self-explanations, they either generated superficial explanations or did not self-explain at all.\(^{163}\)

According to Ruth Clark et al., “[a] self-explanation is a mental dialog that learners have when studying a worked example that helps them understand the example and build a schema from it.”\(^{164}\) The self-explanation effect was not developed as a part of the cognitive load framework, but it can be explained using cognitive load theory concepts.\(^{165}\) Researchers have theorized that the reason self-explanation enhances learning is that students engaging in the process revise and expand their current schema to accommodate the new example.\(^{166}\) More self-explanation results in more learning.\(^{167}\)
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Although students may have an individual self-explanation style, the research indicates that self-explanation can be taught. Designing examples to include questions that prompt the student to self-explain has been effective. Prompts are questions that ask students to respond in a specific way that requires self-explanation.

Three kinds of self-explanation have been studied and found helpful: 1) monitor and correct; 2) try and check; and 3) make inferences by associating the examples with underlying principles or prior knowledge. “Monitor and correct” involves asking students to identify those parts of the example that they don’t understand and then to seek ways to reconcile their understanding. In contrast, the “try and check” method asks learners to read the worked examples with the solution steps hidden and then to attempt to solve a problem. The learner next checks the steps in the solution he or she has created with the suggested steps. Finally, “inferencing” asks the learner to self-verbalize new connections between parts of the example, or between prior knowledge and the examples.

Research on self-explanation suggests that in addition to using a variety of examples and “fading completion exercises,” you can promote deeper learning by training learners to self-explain worked examples in small classroom sessions. Professors promote this deeper learning by illustrating and discussing effective self-explanations, asking students to practice and then using teacher and peer feedback to improve self-explanations. Professors should also regularly remind students to self-explain.
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Within the legal academy, several learning strategies mirror self-explanation. As noted earlier, analyzing cases is in many ways like using a worked example. Written opinions are the outcome and record of the steps taken by both lawyers and judges in cases. The opinion may not always set out steps involved in making a decision, but professors, through strategic questions that act as prompts, ask students to self-explain the solutions the court sets forth. The professor’s questions challenge students to reconcile new information concerning law and legal processes with the students’ existing schemas. The result is that students use examples of acceptable arguments to create new schemas to accommodate new concepts.

Several scholars have explored the internal dialogue that typifies the methods with which lawyers and law students read the opinions that serve as examples.\textsuperscript{179} Some have suggested that a successful strategy is to “talk back” to the text,\textsuperscript{180} which may be seen as a way of self-explaining. Another approach advocated, in addition to asking students to “question and evaluate the texts that they read,” is that professors should model this process of explaining and interrogating the text during the class period.\textsuperscript{181}

Other law school pedagogies that are analogous to self-explanation include encouraging self-reflection in order to help students become lifelong learners.\textsuperscript{182} A technique addressed specifically to the legal writing classroom that would work well with seminar papers or any class using writing to learn is offered by Professors Kearney and Beazley, who have suggested that students write a “private memo” to the professor that explains the choices they made while writing the assignment.\textsuperscript{183} Further, Kearney and Beazley suggest that professors comment on papers by asking questions, rather than making comments, analogous to the prompts used to encourage self-explanation.\textsuperscript{184}

Thus, the utility of self-explanation has not been lost on law school professors. But once again, thinking intentionally about using the principles of cognitive load theory to design examples with prompts for self-explanation could increase the efficacy of law school, and specifically legal writing, practice. Although little has been done to encourage law professors to explicitly train
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students in self-explanation, the three kinds of self-explanation researchers have found helpful provide a road map to creating exercises that encourage students to self-explain. Rather than expecting students to figure out for themselves what they should be learning from reading a case, professors could guide students into self-explanation by supplying study questions that students would answer before class, and thus students would come to class ready for a group discussion on key steps in the analysis.

Using the “monitor and correct” technique, professors could ask students to identify the parts of an opinion they find most problematic, and to write two or three short explanations that reconcile the reasoning with the student’s understanding of the area of law. The “try and check” method, meanwhile, suggests the “problem-solving” method that some texts currently use. Professors could supply students with a set of facts and ask the students to write an opinion, thus asking students to provide for themselves the steps in the analysis. To complete the exercise, the professor would provide the opinion the court actually wrote and ask students to compare their work with the court’s work. Finally, using “inferencing,” professors would create study questions that ask students to verbalize the connections between parts of the opinion, or between the new opinion, and prior opinions the class has read.

Studies suggest self-explanation training often occurs best in small group settings, and often the legal writing classroom and seminars may be the only small classroom settings that novice law students encounter. Professors should design assignments involving examples that include prompts for self-explanation in the three ways described above. Moreover, in small classrooms professors should explicitly model good self-explanation techniques—both when reading legal texts and when reading examples of practice documents. Encouraging self-explanation will aid students not only in producing better documents, but also in producing better learning in their law school experiences.

2. The goal-free questions technique. Asking learners to accomplish a certain goal, such as finding an element or creating a document, creates a great cognitive load because students must often complete a complex task to solve the problem. Asking generalized questions instead, such as “what principles can you extract from this problem,” imposes less cognitive load than looking for a certain answer. Asking goal-free questions helps to build the scaffolding needed to lighten cognitive load for completing the entire task.

“Goal-free questions” are those seeking a nonspecific answer. Goal-free questions used with worked examples produce more learning than goal-
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specific questions. Later overshadowed by the worked-example effect, the goal-free effect was one of the first techniques identified by educational psychologists working in a cognitive-load framework. Further, researchers have found the goal-free effect works with the worked-example effect.

Researchers arrived at the theory by noticing that when asked to solve a problem, novices will often work backward from the goal. Experts, on the other hand, have developed schemas that allow them to work forward because they are able to categorize a problem and then use the steps appropriate to that problem to reach a solution. This process mirrors what actually happens in many law school classes. Students spend the semester working backward from decided cases to reconstruct the steps in the decision-makers used to create the outcome. By the end of the semester, in final exams, we expect students to have developed the schema that will allow them to work forward from a fact pattern to making arguments and naming outcomes.

Because novices don’t have that schema in place, asking goal-directed questions increases cognitive load as students work backward, trying and rejecting options in order to find a path that works. “In contrast, by creating a goal-free environment, learning is not dominated by strategies to connect a goal to the givens.”

In the law school classroom, goal-free questions solve the problem of playing “guess the exact phrase that the professor has in mind.” It makes more sense to require the skilled expert, a professor, to manipulate the information a student provides in the answer to a goal-free question into schema-building material than to require student novices to manage two tasks at once: exploring alternative paths to the specific “correct answer” and drawing the general principles from the process to build the needed new scaffolding in memory.

In experiential learning, simulations and writing classes, Donald Schon’s work on reflection and expertise has influenced many clinicians and legal writing teachers to ask goal-free questions that ask students to reflect on their experience. Thus, in addition to asking goal-free substantive questions in the classroom, goal-free questions are most likely to appear in reflective memos or “private memos” that many professors assign to accompany experiential or
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simulation assignments. The goal-free question effect is a reminder to ask open-ended questions that encourage exploration on part of students. Thus, goal-free questions are especially appropriate in reflection papers and in using examples in the classroom.

3. The completion problem technique helps students pay close attention to examples. When students fail to carefully study worked examples, they may lose the worked-example benefit. One exercise that helps ensure that students focus adequately on the example is the completion problem. “Completion problems,” as John Sweller et al. note, “are problems for which a given state, a goal state, and a partial solution are provided to learners who must complete the partial solution.” Completion assignments occur when the professor gives students a partial solution to a problem and asks a student to complete the problem. With a completion problem, students need not hold both the problem and the worked examples in their heads at same time, which imposes a large cognitive load.

The completion problem technique is related to segmenting the problem or modeling segments of a process. Essentially, completion problems are another way of segmenting information to ease cognitive load because students may focus on a single aspect of a multipart question.

Completion problems have been underused in the law school classroom. “Study questions” in a text, teacher’s manual or the course supplement are all forms of completion problems that currently appear in law school classrooms. Too often, however, these questions are designed to encourage students to think of the big philosophical questions in an area of law, rather than the concrete steps students need to master in order to develop a skill or solve a problem. Making sure, however, that these aids provide examples that are segmented and targeted at specific learning goals would increase their utility.

4. In classes that focus on writing, create exercises that separate the learning process from the composing process. Cognitive scientists who focus on teaching writing have emphasized the importance of seeing the composing process and the learning process as separate functions. The greater cognitive load likely occurs from problem-solving in two arenas at once rather than being able to focus cognitive resources on one question at a time.
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Professors in classes that emphasize writing can best address the problem by viewing each student as two separate entities: 1) “the writer student” who must focus on composing a document that meets the standards of the class and the discipline; and 2) “the learner student” who must focus on discovering the general principles embodied in a particular assignment but must be transferred to the next problem the student faces. Professors should create assignments that will address the “learner student” as well as creating assignments for the “writer student.”

An example of an assignment that addresses “the learner student” might ask the student to examine two or three separate samples of text describing a precedent case. The instructions would ask the students to identify the features of each, and to explain in their own words why the feature is effective or ineffective. Notice that the professor is not yet asking the students to compose text describing a precedent case, but rather to analyze closely the examples.

C. Techniques Should Change to Fit the Changing Needs of Students as They Progress in Law School

Cognitive load studies suggest that students’ learning needs change as they advance. Three techniques in particular, “the expertise reversal effect,” “the guidance facing technique,” and “the redundancy effect,” support law schools paying more attention in designing a curriculum that takes into account the changes in the ways students learn as the student matures in the discipline.

1. The “expertise reversal effect” suggests that worked examples can impede learning with advanced students. The cognitive load techniques in the section above appear to benefit primarily novice learners, encouraging them to learn more quickly and deeper. Indeed, as students advance and develop prior knowledge schemas, worked examples lose effectiveness and can even delay progress of more experienced students. The “expertise reversal effect” notes that techniques effective with novices may lose effectiveness as the learners knowledge increases. Both the expertise reversal effect and the “redundancy effect” suggest that information that helps a novice understand a field can become stiflingly repetitious and thus counterproductive to more advanced
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students. Cognitive load theorists suggest a “concerted effort” to move a student from studying examples to problem-solving. This notion that law school courses should distinguish between the experiences offered to novices in the first year and third-year students has gained currency in the past ten years. Capstone courses that bring together different doctrines and skills students have learned into a “crowning” experience have become popular at many law schools. Further, the 2007 Carnegie Report, Educating Lawyers: Preparation for the Practice of Law, recommended that schools “make better use of the second and third years of law school.” Much has also been recently on the “crisis in legal education” and the need to make law students “practice ready” by offering more experiential learning in the upper-division curriculum. Despite the current emphasis on changing the curriculum as students advance, many upper-division law school classes still follow the same pattern as first-year courses, reading and analyzing cases as examples of lawyering. Cognitive load theory suggests that repetition of the same pattern may not only fail to advance students but may actually obstruct learning.

In the move to give students more practice-like experience, more schools are offering or even requiring experiential learning opportunities like clinics, advanced simulation, and advanced writing classes. The research on moving
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from worked examples to problem-solving suggests that when advanced
courses do not introduce new skills or new forms of analysis, professors
should design problem-solving opportunities for students rather than simply
providing more examples of familiar forms.

Similarly, when teaching courses that include written products, professors
should pay attention to whether the skills required for a new product are
sufficiently familiar to move to a problem-solving approach. Thus, for
students first encountering writing transactional documents, worked examples
might still form an important part of the curriculum. But a student writing
more complicated variations on familiar litigation documents needs more
opportunities for independent problem-solving.

2. Use the guidance-fading techniques to facilitate the move to problem-solving for advanced
students. Although a change to problem-solving in a law school’s upper-division
classes may be most effective, the change should be gradual. As students
gain expertise and move to problem-solving, the “guidance-fading effect”
suggests that instructional methods should provide less and less guidance.218
Fading involves omitting solution steps from worked examples until, finally,
only a problem remains to be solved independently and without guidance.219
Further, the pace of “fading” can correspond to the amount of expertise
the students possess. More knowledgeable students perform better in fast-
transitioning fading.220 At intermediate levels of expertise, students will learn
best with guided discovery, a mix of external guidance and problem-solving
opportunities.221

Like the expertise reversal effect, the findings for “guidance fading” support
giving more thought to how law students progress through three years of
law school. The techniques appropriate for 1L students do not provide the
same benefit to 3L students. Each of the three years of law school should
be structured to maximize developing growing independence and problem-
solving skills.

CONCLUSION

In the current climate of “crisis” in legal education, law schools are re-
examining how to structure a curriculum to maximize the opportunities for
law students’ preparation for the practice of law. Some question the necessity
of the third year, while others debate how to make it most beneficial.222 As
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applications decline each student becomes more important to the health of the school, and many schools devote ever more time to supporting the individual law student’s journey to a degree. It is more important than ever to ensure that curricular design, course design and class time are efficient and produce better outcomes.

This article has explored the ways in which cognitive load theory and composition theory can inform that process. Many of the techniques developed by cognitive load theorists work best on material with a high level of intrinsic cognitive load. This makes them especially applicable to law school curricular and course design.

Cognitive load theorists suggest that as professors design courses, they consider the prior knowledge of students and whether the student is a novice to the discourse area or more experienced. In the first year, students learn better from worked examples that explicitly segment the knowledge and tasks students must master. Examples should be intentionally chosen for structure, content and variability.

During classes, explicitly teaching students to engage in the internal dialogue of “self-explanation” as they encounter worked examples is critical to enhanced learning. Using “goal-free” questions and “completion problems” can further aid novice students. In writing classes, professors must separate the learning process from the cognitively demanding writing process.

As students progress, good curricular design will do more than simply repeat the pedagogies of the first year. Cognitive load theory supports a gradual process during which students move from the segmented steps of worked examples to more opportunities for problem-solving. Although commentators have focused on experiential learning in the third year of law school, traditional classrooms can also use problem-solving to enhance learning for advanced students. In law schools, courses that may include both second-year and third-year students, guidance fading is an important technique. Schools should also consider more courses such as “capstone” courses, designed specifically for advanced students.

Many good teachers already instinctually employ some of these principles, but intentional and reflective use will make the techniques more effective. Although individual good teachers may intuitively use teaching methodologies that comport with cognitive load research, systematically applying these principles across the law school curriculum can transform the law school experience. As law schools struggle to reform legal education, cognitive load theory speaks to better teaching in all three years of legal education. Perhaps law faculty are now ready to listen.
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